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ABSTRACT: Quasi-classical, direct dynamics trajectories
were calculated at the B3LYP/6-31G* level of theory, in an
attempt to understand decomposition mechanisms of 1-ethyl-
3-methylimidazolium dicyanamide (EMIM+DCA−) and 1-
ethyl -2 ,3-dimethyl imidazol ium dicyanamide (EM-
MIM+DCA−). The trajectories showed many dissociation
paths for these two ionic liquids. Using trajectory results as a
guide, structures of transition states and products that might
be important for decomposition of these two compounds were
determined using density functional theory calculations. Rice−
Ramsperger−Kassel−Marcus (RRKM) theory was then utilized to examine properties of energized ionic liquids and to
determine unimolecular rates for crossing various transition states. On the basis of RRKM modeling, initial decomposition paths
for energized EMIM+DCA− correspond to formation of an N-heterocyclic carbene and acid pair via transfer of the C2 proton of
EMIM+ to DCA−, and evolution of methylimidazole and ethylimidazole via SN2 alkyl abstraction by DCA−. Similar
decomposition paths were identified for energized EMMIM+DCA−, except that the reactivity of C2 of the imidazolium cation is
significantly reduced upon substitution of a methyl group for a hydrogen atom at this position. The present work demonstrates
that dynamics simulations, in conjunction with statistical modeling, are able to provide insight into decomposition mechanisms,
kinetics, and dynamics for alkylimidazolium-based ionic liquids and to predict product branching ratios and how they vary with
decomposition temperatures.

I. INTRODUCTION

The C2 proton of imidazolium cations is known to have acidic
character, due to the stability of Arduengo-type1 N-heterocyclic
carbenes formed upon deprotonation of C2.2 The acidity of the
C2 site can lead to advantageous applications such as transition
metal catalyzed reactions; however, it yields undesired and
detrimental side reactions when using imidazolium-based ionic
liquids as solvents.3 This position could be rendered less acidic
by replacing the hydrogen atom of C2 with a methyl group
(even this methyl group is not completely inert and subject to
deprotonation under mild conditions).3 The facile deprotona-
tion of the C2 position also affects the thermal stability of
imidazolium-based ionic liquids during storage and trans-
portation, and it appears that the thermal stability is enhanced
for 2-substituted imidazolium ionic liquids.4

Imidazolium-based ionic liquids, when paired with dicyana-
mide anions, are expected to have solvating properties for a
range of metal ions and carbohydrates5 and may show a
promising potential for propellant applications.6,7 Thermal
decomposition of 1-ethyl-3-methylimidazolium dicyanamide
(i.e., EMIM+DCA−, C8H11N5, molecular weight = 177.21)
and 1-ethyl-2,3-dimethylimidazolium dicyanamide (i.e., EM-
MIM+DCA−, C9H13N5, molecular weight = 191.23) has been

investigated using thermogravimetric analysis (TGA) and
isothermal TGA−mass spectrometry (TGA−MS) by the Air
Force Research Laboratory (see companion article8). Thermal
decomposition of EMIM+DCA− initiates at ∼590 K, and
decomposition products (detected using an electron ionization
source) include ethylimidazole (m/z 96) and methylimidazole
(m/z 82). For comparison, thermal decomposition of
EMMIM+DCA− begins at ∼640 K, and decomposition
products include 1-ethyl-2-methylimidazole (m/z 110) and
1,2-dimethylimidazole (m/z 96). Both ionic liquids illustrate
the importance of alkyl abstraction during pyrolysis, and the
relative intensities of products change significantly with
increasing the decomposition temperature.
The present work is to explore the thermal decomposition

mechanisms of gaseous EMIM+DCA− and EMMIM+DCA−

theoretically in an attempt to rationalize the differences
observed in pyrolysis of these two ionic liquids and their
correlations to the C2 activity of imidazolium cations. For
complex molecules, especially for ionic liquids with high
internal energy content, use of chemical intuition to predict

Received: September 22, 2014
Published: October 2, 2014

Article

pubs.acs.org/JPCA

© 2014 American Chemical Society 11133 dx.doi.org/10.1021/jp5095849 | J. Phys. Chem. A 2014, 118, 11133−11144

pubs.acs.org/JPCA


reaction pathways can prove unreliable. There may exist
concerted mechanisms and multiple competing initiation
reactions that are difficult to predict.9 Once the energy stored
in the molecule begins to release, the system does not
necessarily follow the minimum energy reaction path, i.e., the
subsequent behavior is controlled by dynamics,10 and the
reaction may be autocatalytic.4 Even for the reactions that are
controlled by statistical factors, standard transition state
locating methods may be difficult to apply because molecular
transformations are too complex. A useful approach to treating
such systems is quasi-classical, direct dynamics trajectory
simulations, where the motion of the molecule is followed
allowing the molecule to show us what the preferred reaction
pathways are. One beneficial aspect of the direct dynamics
method is that it dispenses with the potential energy surface.
Instead, it calculates the energies, force constants, and Hessian
“on the fly” using quantum chemistry methods.11−19 This
method becomes computationally attractive when the dimen-
sionality of the system increases. Dynamics simulations
partition the heat provided to the system and the energy
generated by the reactions into vibrational, rotational, and
translational modes, increasing the chance of locating new
reaction pathways. In addition, by following the variation of the
potential energy during trajectories rather than relying on
intuition, we can identify better geometries for TS searching. As
exemplified by our recent study on thermal decomposition of
1,5-dinitrobiuret (DNB),9 direct dynamics trajectory simula-
tions act as a powerful guide for investigating decomposition
mechanisms and dynamics of complex energetic molecules.
In the present work, quasi-classical, direct dynamics

trajectory simulations were performed for decomposition of
EMIM+DCA− and EMMIM+DCA−, respectively. Using trajec-
tory results as a guide, reaction coordinates for their
decomposition were mapped out using density functional
theory (DFT) electronic structure calculations. Rice−Ram-
sperger−Kassel−Marcus (RRKM) theory20 was then employed
to examine statistical dissociation behaviors of these two ionic
liquids at elevated temperatures. Dynamics simulations, in
conjunction with statistical modeling, helped us extract
mechanisms, kinetics, dynamics, and product branching ratios
for the thermal decomposition of these two imidazolium-based
ionic liquids. The reminder of the article is organized as follows.
In section II, methodologies of DFT calculations, RRKM
modeling, and quasi-classical direct dynamics simulations are
described. Trajectory simulation results are presented in section
III, including an overview of the nature and time scales of
trajectories, sorting of decomposition paths, and contributions
of various decomposition paths to EMIM+DCA− and
EMMIM+DCA−. Statistical modeling results are presented in
section IV, starting with construction of the reaction
coordinates for decomposition of EMIM+DCA− and EM-
MIM+DCA− using DFT calculations, proceeding to RRKM
decomposition rates and product branching, and their depend-
ence on temperature. Conclusions are presented in section V.

II. COMPUTATIONAL METHODOLOGIES
A. Electronic Structure and RRKM Calculations. To aid

in reaction coordinate interpretation, DFT calculations were
performed at the B3LYP/6-31+G* level of theory, using the
Gaussian 09 (B.01) suite of programs.21 The B3LYP method
applied to many dialkylimidazolium-based ionic liquids with
reasonable results22−25 and resulted in negligible basis set
superposition error (BSSE) in dissociation energy calcula-

tions.24 One concern is that B3LYP may not adequately
represent potential energy surfaces of ionic liquids making them
deeper than they should be, and B3LYP may particularly favor
the ion pair interaction in which the anion interacts with the
C2−H. We have compared the ion-pairing energies of
EMIM+DCA− and EMMIM+DCA− at B3LYP/6-31+G(d)
and M062-X/6-31+G(d). It was found that B3LYP/6-
31+G(d) calculated potentials are actually 7−8% less than
those by M062-X/6-31+G(d). The two methods yielded
identical energetics for the proton transfer between separated
EMIM+ and DCA− and between EMMIM+ and DCA−.
Unfortunately M062-X/6-31+G(d) occasionally ran into
convergence failure. Note that our aim is to predict the
decomposition behaviors of EMIM+DCA− and EM-
MIM+DCA− rather than provide the most accurate structures,
and B3LYP has proven to be a useful tool to predict thermal
decomposition mechanisms and temperatures of dialkylimida-
zolium-based ionic liquids.26

Geometries were optimized by calculating force constants at
every step. All of the transition states (TSs) found were verified
to be first-order saddle points by frequency calculations, and
the vibrational mode with an imaginary frequency corresponds
to the associated reaction pathway. Vibrational frequencies and
zero-point energies (ZPE) were scaled by a factor of 0.955 and
0.981,27 respectively. The corrected ZPE were added to the
stationary-point energies. The molecular structures of reactants,
TSs, and products are available by request from the
corresponding author.
A transition-state-theory-based statistical model, RRKM

theory,20 was employed to examine the properties of energized
reactants and transition states as a function of total internal
energy and associated angular momentum. The fundamental
assumption in the RRKM model is that energy is randomized
and distributed statistically among all the energetically
accessible states of the system, and the rate of a particular
process (e.g., dissociation of a molecule) is proportional to the
total number of energetically accessible states at the transition
state.28,29 As a consequence, statistical reactions tend to occur
by paths close to the minimum energy route, as the density of
states is highest for such paths.30 Therefore, an accurate
description of the reaction coordinate is a prerequisite to
statistical modeling. RRKM densities of states and unimolecular
rates for crossing various transition states were calculated with
the program of Zhu and Hase,31 using its direct count
algorithm, and scaled frequencies and energetics from DFT
calculations. The angular momentum quantum number J used
for RRKM calculations was determined from the corresponding
reactant rotational energy, assuming both EMIM+DCA− and
EMMIM+DCA− can be roughly treated as nearly symmetric top
molecules since each molecule has two principle moments of
inertia, which are not very different. Product branching is given
by the ratio of the RRKM rates.

B. Quasi-Classical Direct Dynamics Trajectory Simu-
lations. In this work, direct dynamics trajectory simulations
were conducted for two purposes: (1) probing gross
decomposition features of two ionic liquids, discovering
decomposition products, and investigating different decom-
position mechanisms of EMIM+DCA− vs EMMIM+DCA−; and
(2) locating key transition states for important decomposition
paths, when standard TS-searching methods (i.e., TS, QST2,
and QST3 methods in Gaussian) fail.9,32,33 Trajectory
simulations started at the equilibrium geometries of
EMIM+DCA− and EMMIM+DCA−, respectively. A chemical
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dynamics program VENUS of Hase et al.34 was used to set up
trajectory initial conditions. The Hessian-based predictor-
corrector algorithm of Schlegel and co-workers,19 implemented
in Gaussian, was used for numerical integration of the classical
equations of motion, with the Hessian matrix updated every five
steps. The integrations were performed with a step size of ∼0.3
fs, which was small enough for SCF convergence as well as to
keep the total energy constant. The initial guess of molecular
orbital for each DFT calculation was obtained from the
previous trajectory step, and the total energy of the system was
checked during the simulation to ensure the energy was
conserved to better than 10−4 Hartree. The SCF = XQC option
was adopted for the trajectory integration so that a quadratically
convergent SCF method21,35 was used in case the usual but
much faster, first-order SCF method failed to converge within
the allotted number of cycles. Because millions of gradient and
Hessian evaluations were required, the level of theory used for
simulations was necessarily modest. On the basis of computa-
tional speed and the overall level of agreement with high level
results, B3LYP/6-31G* was chosen as the level of theory for
calculating trajectories.
Initial quantum numbers of the reactant vibrational modes

were sampled using the quantum Boltzmann probability
distribution
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where νi and ni are the vibrational frequency and quantum
number of the ith mode, respectively, and T is the simulation
temperature. Rotational energy was added by sampling the
classical Boltzmann distribution.36 Quasi-classical vibrational
states were simulated by giving individual reactant atoms
displacements from equilibrium and momenta that are
appropriate to the initial rovibrational state, with random
phases for different modes. Each molecule has ZPE in all
vibrational modes. Because the decomposition time scale at
typical pyrolysis temperatures would be far too long for
practical trajectories, simulations have to be carried out at a
high temperature. To identify a reasonable temperature for
dynamics simulations, we first ran a series of trajectories for
EMIM+DCA− using a low level of theory HF/3-21G, in a
temperature range from 1000 to 8000 K with an interval of
1000 K. Each trajectory was propagated for a period of ∼5.1 ps.
Only 20%, 46%, and 45% of trajectories are dissociative at 1000,
2000, and 3000 K, respectively. All these reactive trajectories
formed N-heterocyclic carbenes only. At temperature above
4000 K, almost every trajectory formed N-heterocyclic carbene
or underwent dealkylation, followed by secondary decom-
positions within a short time (<2 ps). Therefore, 4000 K was
chosen for running trajectory simulations for both
EMIM+DCA− and EMMIM+DCA− at the B3LYP/6-31G*
level of theory. For each compound, batches of trajectories (63
trajectories for EMIM+DCA− and 85 for EMMIM+DCA−) were
calculated. Trajectories were terminated after a preset length of
time (∼3 ps), or when the product separation exceeded 9.0 Å.
A total of 148 trajectories were completed at the B3LYP/6-
31G* level of theory in the course of the work reported here.
On average, each trajectory took ∼760 CPU hours on an Intel
core i7 6-core (3.2 GHz)-based 64 bit Linux workstation
cluster, and the complete set of trajectories were obtained at a
cost of 13 years of CPU time on the cluster. The program
gOpenMol was used for trajectory visualization.37 Analysis of

individual trajectories and statistical analysis of the trajectory
ensemble was done with programs written for this
purpose.9,33,38−43

One issue with using quasi-classical trajectory methods is that
vibrational energy is not quantized in molecules. Lack of
quantization presumably has an effect on how energy is
distributed between vibrational modes during trajectories and
upon dissociation.44,45 It is possible to have trajectories where
the product vibrational energy is below the zero-point level.
Such unphysical trajectories were found to be negligible in our
trajectories, presumably because we are looking at high internal
energies (see Table 1), reducing the errors associated with
treating the motion classically.

As mentioned above, the temperature used for the
simulations is much higher than the decomposition temper-
ature in a typical pyrolysis source, e.g. , 500−650 K in TGA
experiments.8 Table 1 lists the estimated vibrational and
rotational energies for EMIM+DCA− and EMMIM+DCA− at
various temperatures. As a result, some trajectories may find
decomposition paths with barriers too high to be relevant to
decomposition at realistic temperatures. The trajectory
observables of greatest interest for our purpose are decom-
position mechanisms. The point is that with enough
trajectories, all important reaction paths will be found,
including those that control decomposition under the
conditions of interest. Once decomposition paths are identified,
the corresponding reaction energetics including activation
barriers can be calculated, and only those that are able to
contribute need to be included in decomposition kinetics
modeling.

III. TRAJECTORY RESULTS
A. EMIM+DCA−. Before discussing the trajectory results for

EMIM+DCA−, it is useful to review the nature and time scales
of these trajectories. Trajectories were run at 4000 K. At this
temperature, 7% of trajectories maintained an intact ion pair
structure when trajectories were terminated at 3 ps. The
remaining 93% of trajectories underwent thermal decom-
position via direct and sequential mechanisms. For most of the
decomposition trajectories, the time at which the molecule
begins decomposition is between 0.2 and 1 ps, longer than the
periods of most vibrational modes of EMIM+DCA−. The
decomposition trajectories can be grouped into six classes, as
described below along with their contributions (i.e., trajectory
ratios). The structures of EMIM+DCA− and its decomposition
products observed in trajectories are depicted in Figure 1. All
these structures were optimized at the B3LYP/6-31+G* level of
theory. Note that both EMIM+DCA− and EMMIM+DCA− ion
pairs were fully conformationally screened at the B3LYP/6-
31+G* level to ensure that their global minima (rather than
local minima) were used as starting geometries for trajectories.
During structure optimizations of the ion pairs, individual ions
in their lowest energy conformations were used as starting
points,5,46 and all conformations arising from the rotation of

Table 1. Calculated Vibrational and Rotational Energies of
Reactants at Various Temperatures

temperature (K) 298 750 1000 1250 4000

Evib of EMIM+DCA− (eV) 0.33 1.66 2.67 3.78 18.34
Evib of EMMIM+DCA− (eV) 0.37 1.88 3.02 4.28 20.80
Erot (eV) 0.04 0.1 0.13 0.16 0.52
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DCA− vs imidazolium ring were explored. In the DFT-
calculated lowest energy conformation of EMIM+DCA−, DCA−

interacts with EMIM+ from the C2 side and is roughly in
parallel with the plane of the imidazolium ring. It is important
to note that, at the simulation temperature of 4000 K, the
reactant was vigorously excited due to high internal energy.
Consequently, although a global minimum conformation was
set as the starting EMIM+DCA− conformation for trajectories,
the reactant actually existed as a mix of various conformations
in trajectories. In other words, all energetically accessible
conformations of EMIM+DCA− (or EMMIM+DCA−) were
involved in trajectory simulations of thermal decomposition.
This represents the nature of direct dynamics simulations,
which is to follow the motion of molecules and let trajectories
show what the preferred conformer(s) and decomposition
pathways are.
Decomposition Path 1 (Formation of N-Heterocyclic

Carbene). One common outcome of EMIM+DCA− decom-
position is path 1, where an N-heterocyclic carbene product

(i.e., 1-ethyl-3-methyl-imidazole-2-ylidene, EMIM:) is formed
via proton transfer from C2 of EMIM+ to a terminal N atom of
DCA−. This path accounts for 31% of all trajectories. The
reaction enthalpy is 1.29 eV. Figure 2 demonstrates a trajectory
representative of path 1. The top frame of the figure shows the
change in potential energy (PE) and CM distance along the
trajectory time, and the bottom frame shows the r(C2−H) and
r(N−H) bond lengths breaking or forming during proton
transfer. The CM distance is the distance between the centers
of mass of the reactant ion pair or decomposition products. The
oscillation in the PE reflects the vibration of EMIM+DCA− and
products, including ZPE. It is obvious that the time scale of
decomposition depends on the simulation temperature. In this
trajectory, proton transfer between EMIM+ and DCA− occurs
around 520 fs. After proton transfer, some trajectories of path 1
experienced subsequent decomposition of the N-heterocyclic
carbene.

Decomposition Path 2 (Elimination of Ethyl). Another
major mode of EMIM+DCA− decomposition belongs to path 2,

Figure 1. B3LYP/6-31+G* optimized structures of EMIM+DCA− and its decomposition products.
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accounting for nearly 30% of all trajectories. Of these
trajectories, most went through direct elimination of the ethyl
group from the N1 position; only a few underwent ethyl
abstraction via an SN2 type mechanism, yielding methylimida-
zole and C2H5DCA. However, according to the reaction
coordinate and RRKM modeling (vide inf ra), the SN2
mechanism is endothermic by only 0.10 eV and involves a
much lower energy barrier than the direct elimination
mechanism, and thus accounts for most of the ethyl elimination
from EMIM+DCA− under typical pyrolysis conditions. A
trajectory representative of SN2 ethyl abstraction is illustrated
in Figure 3, showing the changes in PE and CM distance in the
top frame, and the breaking of r(N1−C) in EMIM+ and the
forming of new r(C−N) in C2H5DCA in the bottom frame.
The plot of PE indicates two activated decomposition steps.
The first energy barrier represents dissociation of the
EMIM+DCA− ion pair into two individual ions separated by
10.6 Å at 580 fs as shown in the snapshot inserted to the left,
while the second one represents the SN2 ethyl abstraction from
EMIM+ by DCA− at 1190 fs as shown in the snapshot inserted
to the right, followed by the separation of neutral products
methylimidazole and C2H5DCA. During ethyl abstraction, the
molecule has a linear N1−C−N geometry with a nearly planar
−CH2CH3 group, which resembles a transition state for typical
SN2-type dealkylation of imidazolium-based ionic liquids.47

Decomposition Path 3 (Elimination of Methyl). Elimi-
nation of methyl contributes to 10% of all EMIM+DCA−

trajectories at 4000 K, referred to as path 3. Analogous to the
trajectories of path 2, some trajectories of path 3 experienced
direct elimination of the methyl group from the N3 position,
while others underwent methyl abstraction via an SN2
mechanism, yielding ethylimidazole and CH3DCA with a
reaction enthalpy of 0.12 eV. Similar to ethyl elimination of
EMIM+DCA−, at typical ionic liquid decomposition temper-

atures direct methyl elimination route is less likely to contribute
to a significant extent. The SN2 route accounts for most of the
methyl elimination. Figure 4 shows a typical SN2 methyl
elimination. In this trajectory, the EMIM+DCA− ion pair first

Figure 2. Representative trajectory of decomposition path 1 for
EMIM+DCA−, simulated at 4000 K. (top) The variation in the
potential energy and the CM distance between the reactant ion pair or
the product carbene acid pair, and (bottom) the variation in various
bond lengths during the trajectory. Snapshot shows proton transfer
from the C2 position of EMIM+ to DCA−, as indicated by the blue
arrow.

Figure 3. Representative trajectory of decomposition path 2 for
EMIM+DCA−, simulated at 4000 K. (top) The variation in the
potential energy and the CM distance between the EMIM+ and DCA−

ion pair in the reactant or methylimidazole and C2H5DCA in the
products, and (bottom) the variation in various bond lengths during
the trajectory. Two snapshots show the separation of the ion pair and
SN2 ethyl abstraction, respectively.

Figure 4. Representative trajectory of decomposition path 3 for
EMIM+DCA−, simulated at 4000 K. (top) The variation in the
potential energy and the CM distance between the EMIM+ and DCA−

ion pair in the reactant or ethylimidazole and CH3DCA in the
products, and (bottom) the variation in various bond lengths during
the trajectory. Two snapshots show SN2 methyl abstraction and
fragmentation of primary product CH3DCA, respectively.
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Table 2. Trajectory Simulation Results for the Decomposition of EMMIM+DCA− at 4000 K

aValues of ΔH were calculated relative to EMIM+DCA−, at the B3LYP/6-31+G* level of theory. bTrajectory ratios were calculated based on 85
trajectories.
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separates to a CM distance of ∼6.0 Å, then the DCA− anion
abstracts the methyl group from the N3 of EMIM+ via an
intramolecular SN2 mechanism to form ethylimidazole and
CH3DCA (at 927 fs, the left snapshot). In Figure 4, CH3DCA
further decomposes to CH3 and DCA (starts at 1350 fs, the
right snapshot). Note that methyl group may also be abstracted
by the central N atom of DCA−, producing neutral product
NCN(CH3)CN. However, previous DFT calculations indicate
that the barrier to form the terminally methylated dicyanamide
should be lower than for the centrally methylated product.48

Also, in the temperature jump FTIR measurement of a similar
ionic liquid 1-butyl-3-methylimidazolium dicyanamide
(BMIM+DCA−), methylation of the terminal nitrogen on
DCA better matches the experimental spectra.8

Other Decomposition Paths. Remaining trajectories can be
characterized as paths 4, 5, and 6, accounting for 10%, 8%, and
4% of all EMIM+DCA− trajectories, respectively. Path 4
involves decomposition of the DCA− anion only, producing
CN− and neutral NCN, which is endothermic by 8.68 eV (i.e.,
the sum of the ion pair binding energy and DCA− dissociation
energy). In some path 4 trajectories, proton transfer occurs
between C2 of EMIM+ and CN−, generating an N-heterocyclic
carbene and HCN (or HNC). Path 5 corresponds to the
transfer of a proton to the DCA− anion either from 3-methyl or
from C5 of the imidazolium ring, with reaction endothermicity
of 2.48 and 2.07 eV, respectively. Finally, H2 elimination from
3-methyl of the imidazolium ring was observed in path 6 with a
reaction enthalpy of 4.03 eV, but this path is much less
common.
B. EMMIM+DCA−. The decomposition trajectories of

EMMIM+DCA− can be grouped into seven classes, as
summarized in Table 2. Structures of the lowest energy
conformation of EMMIM+DCA− and its decomposition
products are depicted in Figure 5, except those of CN−,
NCN, HDCA, CH3DCA, and C2H5DCA, which are included in
Figure 1. Note that the global minimal conformation of
EMMIM+DCA− is found to have the anion interacting with the
cation from the top of the imidazolium ring, which is different
than the side conformation for the global minimum of
EMIM+DCA− shown in Figure 1. Table 2 also compares
their product energetics and relative contributions. The error
limits given for the trajectory ratios are statistical, based on the

number of total trajectories and reactive trajectories for each
path, and obviously do not include any systematic errors.
Major decomposition paths of EMMIM+DCA− include

proton transfer from the 2-methyl group of EMMIM+ to
DCA−, elimination of the ethyl and 3-methyl groups from
EMMIM+, and dissociation of the DCA− anion. Figure 6 shows

a typical proton transfer reaction between EMMIM+ and
DCA−, for comparison with the proton transfer between
EMIM+ and DCA− (Figure 2). Similar to that seen in
EMIM+DCA−, most methyl- and ethyl-elimination trajectories
of EMMIM+DCA− occur directly due to the high simulation
temperature; only a few are mediated by SN2 mechanisms and
yield CH3DCA and C2H5DCA, respectively. We also observed
H2, CH3, and CH4 elimination from 1-ethyl, and H and H2
elimination from 2-methyl of EMMIM+.

Figure 5. B3LYP/6-31+G* optimized structures of EMMIM+DCA− and its decomposition products.

Figure 6. Representative trajectory of decomposition path 1 for
EMMIM+DCA−, simulated at 4000 K. (top) The variation in the
potential energy and the CM distance between the reactant ion pair or
decomposition products, and (bottom) the variation in various bond
lengths during the trajectory. Snapshot shows proton transfer from 2-
methyl of EMMIM+ to DCA−, as indicated by the blue arrow.
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C. Trajectory Validation. Before analyzing the decom-
position mechanisms of EMIM+DCA− and EMMIM+DCA−

based on trajectory results, it is important to verify that the
trajectories are in reasonable agreement with general
decomposition behaviors of imidazolium-based ion liquids as
well as recent AFRL experimental results of these two ionic
liquids. The trajectories reveal many similarities between major
decomposition pathways of these two ionic liquids and lead us
to predict that paths 1, 2, and 3 may represent typical
decomposition paths of EMIM+DCA− and EMMIM+DCA−,
particularly in view of their initial decomposition steps.
These paths are chosen for several considerations. First, all

three paths are energetically more favorable and attained much
higher probabilities than others in trajectory simulations.
Second, formation of carbene−acid pair has been identified in
thermal decomposition of 1,3-dialkylimidazolium-based ionic
liquids, such as EMIM+acetate− 2,49 and EMIM+Cl−.50 SN2 alkyl
abstraction has also been reported for many imidazolium-based
ionic liquids,4,47 such as EMIM+acetate−, EMMIM+acetate−,49

EMIM+Br−,47 and other EMIM halide ionic liquids.51

Particularly, the products identified in paths 1, 2, and 3 were
observed in recent TGA−MS and vacuum ultraviolet photo-
ionization time-of-flight mass spectrometry (VUV−PI−
TOFMS) measurements of corresponding ionic liquids,
including N-heterocyclic carbene (i.e., loss of 1 amu from
EMIM+, m/z 110), methylimidazole, and ethylimidazole for
EMIM+DCA−, and 1-ethyl-2-methylene-3-methylimidazolium
(i.e., loss of 1 amu from EMMIM+, m/z 124), 1-ethyl-2-methyl
imidazole, and 1,2-dimethyl imidazole for EMMIM+DCA−,
respectively.8 Note that no CH3DCA or C2H5DCA were
observed in the MS measurements. This is because polymer-
ization prohibits the vaporization of these species. Finally, the
major difference between thermal decomposition trajectories of
EMIM+DCA− and EMMIM+DCA− is observed in the proton
transfer reactions between ion pairs. For EMIM+DCA−, proton
transfer originates from C2 of the EMIM+ ring and has the
highest reaction probability in trajectories; whereas for
EMMIM+DCA− proton transfer originates from the 2-methyl
group of EMMIM+, and the reaction probability decreases in
trajectories. This is consistent with the experimental observa-
tion, i.e., VUV−PI−TOFMS revealed a significant loss of 1 amu
from EMIM+, but loss of 1 amu from EMMIM+ occurred to a
lesser extent.8

Overall, our trajectory results are in good agreement with
literature and experimental results. We therefore feel confident
in using trajectories as a guide to extract additional mechanistic
insight. Note that path 4, dissociation of DCA− anions, has a
significant ratio in trajectories of both ionic liquids; however,
the large decomposition endothermicity (i.e., 5.31 eV for DCA−

→ CN− + NCN in addition to the 3.3−3.4 eV ion pair binding
energy) renders this route improbable at pyrolysis temperatures
below 1250 K.

IV. RRKM MODELING

A. Reaction Coordinates. DFT-calculated reaction coor-
dinates for the initial decomposition of EMIM+DCA− and
EMMIM+DCA− are summarized in Figures 7 and 8,
respectively, with the reactant molecules shown near the center
at zero energy. All energetics were calculated at the B3LYP/6-
31+G* level of theory. Structures of various TSs were obtained
using likely high potential energy geometries in reactive
trajectories as starting geometries for optimization.

EMIM+DCA−. In Figure 7, proton transfer leading to N-
heterocyclic carbene EMIM: and HDCA (i.e., path 1) needs no
complicated rearrangement. Efforts were made to locate a
transition state connecting EMIM+DCA− to the products
EMIM: + HDCA. However, various starting geometries
corresponding to a dissociating C−H bond at C2 of EMIM+

converged, instead, to the EMIM+ structure at B3LYP/6-
31+G* level. Relaxed potential energy scans were performed
along the proton transfer from C2 of EMIM+ to one terminal N
of DCA−, or from product HDCA back to the C2 position of
EMIM:. PES scans continuously varied the dissociating r(C2−
H) bond length of EMIM+ from 1.08 to 2.03 Å or the new
r(N−H) of HDCA from 2.36 to 0.95 Å, and optimized all
coordinates other than r(C2−H) or r(N−H) at each point.
Both PES scans show no substantial energy barriers associated
with proton transfer. It is therefore expected that formation of
EMIM: opens at the thermodynamic threshold energy of 1.29
eV. This finding is similar to that for EMIM+Br−47 in which
proton transfer from HBr to EMIM: to form the EMIM+Br−

ion pair occurs without an energy barrier, and to those for 1-
butyl-3-methylimidazolium tetrafluoroborate (BMIM+BF4

−)
and 1-butyl-3-methylimidazolium hexafluorophosphate
(BMIM+PF6

−)48 in which the transfer of the proton on C2
of BMIM+ to either of the two anions is an endothermic
reaction resulting in formation of a BMIM: carbene, HF and
BF3 or PF5, but does not have a transition state.

Figure 7. Schematic reaction coordinate for the initial decomposition
of EMIM+DCA−. Energetics (eV) of TSs and products are derived
from B3LYP/6-31+G* calculations, including ZPE.

Figure 8. Schematic reaction coordinate for the initial decomposition
of EMMIM+DCA−. Energetics (eV) of TSs and products are derived
from B3LYP/6-31+G* calculations, including ZPE.
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A possible low energy route located computationally for path
2 (i.e., elimination of ethyl) appears to be EMIM+DCA− →
TS2 → methylimidazole + C2H5DCA via an SN2 abstraction
mechanism. The reaction is endothermic by 0.10 eV; however,
the decomposition path bears an energy barrier of 1.57 eV with
respect to EMIM+DCA−. Path 3 (i.e., elimination of methyl) is
analogous to path 2, following EMIM+DCA− → TS3 →
ethylimidazole + CH3DCA, with the activation barrier at TS3
being 1.51 eV above EMIM+DCA−. The activation barrier for
SN2 ethyl abstraction is 0.06 eV higher than that for SN2 methyl
abstraction. This is similar to the observation on EMIM+Br−, in
which the activation enthalpy for ethyl abstraction increases by
0.07 eV versus methyl abstraction due to steric factors.47 One
issue for interpretation of paths 2 and 3 products is that methyl
and ethyl could be eliminated directly as illustrated in the
trajectories, followed by the addition of the ethyl or methyl
group to DCA. Figure 7 also shows the associated barriers at
TS2′ (2.41 eV above the reactant) and TS3′ (2.73 eV above the
reactant) for these two alternative routes. These calculated
energy barriers are equivalent to the dissociation thresholds of
C2H5 and CH3 from EMIM+DCA−, respectively; therefore, in
the latter mechanism, elimination of the alkyl group is the rate-
limiting step followed by formation of alkyl DCA. No other low
energy routes were found for decomposition paths 1, 2, and 3,
although we cannot exclude the possibility that such routes
exist. We also include in the figure the binding energy of the
EMIM+DCA− ion pair, which is 3.37 eV calculated by
dissociating the intact ion pair into two separated ions.
EMMIM+DCA−. EMMIM+DCA− has a similar decomposition

PES (see Figure 8) as that of EMIM+DCA−. As confirmed by
relaxed PES scans running along the proton transfer from 2-
methyl of EMMIM+ to DCA−, there is no reverse barrier
associated with proton transfer of path 1. EMMIM+DCA− also
follows SN2 mechanisms as in the EMIM+DCA− case, i.e.,
EMMIM+DCA− → TS2 (1.63 eV) → 1,2-dimethylimidazole +
C2H5DCA (path 2), and EMMIM+DCA− → TS3 (1.55 eV) →
1-ethyl-2-methylimidazole + CH3DCA (path 3). On the basis
of the same argument for EMIM+DCA−, SN2 methyl
abstraction for EMMIM+DCA− has a slightly lower activation
barrier than that of ethyl abstraction, despite the fact that the
reaction enthalpy for ethyl abstraction is less endothermic. We
also calculated the energy barriers for direct elimination of ethyl
and 3-methyl groups from EMMIM+DCA−, which are 2.41 and
2.80 eV, respectively.
B. RRKM Results. To evaluate whether the major initial

decomposition paths of EMIM+DCA− and EMMIM+DCA−

identified in trajectory simulations could account for realistic
situations, the RRKM program was used to calculate the rates

for each of these paths at different temperatures. To calculate
the RRKM unimolecular rates, sets of vibrational frequencies
and rotational constants appropriate for the reactants and the
transition states leading to dissociation are required. These are
derived from the frequencies and rotational constants calculated
at B3LYP/6-31+G* level, with the frequencies scaled by a
factor of 0.955.27 The rotation quantum number K was treated
as active in evaluating the rates k (E, J) so that all (2J + 1) K-
levels are counted,52 i.e.,
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where d is the reaction path degeneracy, G is the sum of states
from 0 to E−E0−Er

† at the transition state, N is the energized
reactant’s density of states, E is the system energy, E0 is the
unimolecular dissociation threshold, and Er and Er

† are the
rotational energies for the reactant and the transition state,
respectively.
Since no reverse activation barrier is located for the proton

transfer path of EMIM+DCA− and EMMIM+DCA−, vibrational
frequencies appropriate to the proton transfer transition state,
hereafter termed TS1 for each ionic liquid, have to be assumed
for the RRKM calculations of path 1 decomposition rates for
EMIM+DCA− and EMMIM+DCA−, respectively. A set of TS1
vibrational frequencies were chosen for each ionic liquid as
follows.53−57 The vibrational frequencies of TS1 are equal to
those of the starting ion pair with removal of only one mode
that corresponds to the reaction coordinate (i.e., the stretching
mode of the dissociating C−H bond). As long as there is no
reverse activation barrier for proton transfer, this choice reflects
the “tightest” TS that is possible and would provide lower limits
to the unimolecular rates for path 1 of the ionic liquids. A
similar approach was used in our recent work on DNB
decomposition modeling.9

Table 3 summarizes the RRKM results for EMIM+DCA− and
EMMIM+DCA−, including their unimolecular rates and
decomposition branching ratios at three different temperatures.
At each temperature, we have used the averaged internal energy
of the system (obtained using the rotational and vibrational
partition functions of reactants, see Table 1) for calculations. In
Table 3, k1, k2, and k3 represent the rates for crossing TS1, TS2,
and TS3 leading from reactants. We have included direct alkyl
elimination paths via TS2′ and TS3′ in the RRKM modeling of
EMIM+DCA− and EMMIM+DCA−, respectively; however,
these paths make little contribution to the decomposition of

Table 3. RRKM Results for the Initial Decomposition of EMIM+DCA− and EMMIM+DCA−

EMIM+DCA− EMMIM+DCA−

temperature (K) 750 1000 1250 750 1000 1250

Unimolecular Rates (s−1)a

k1 1.13 × 10 3.65 × 105 3.48 × 107 3.15 2.12 × 105 2.92 × 107

k2 2.39 × 10−4 1.27 × 104 5.36 × 106 9.81 × 10−2 4.12 × 105 1.60 × 108

k3 1.76 × 10−2 4.85 × 104 1.28 × 107 1.49 × 10−1 5.84 × 104 1.30 × 107

Σki 1.13 × 10 4.26 × 105 5.30 × 107 3.39 6.92 × 105 2.02 × 108

Branching Ratios (%)
path 1 (proton transfer) 99.8 85.6 65.8 92.7 32.0 14.4
path 2 (ethyl abstraction) 0 3.0 10.1 2.9 59.6 79.1
path 3 (methyl abstraction) 0.2 11.4 24.1 4.4 8.4 6.5

ak1, k2, and k3 are the rate constants for crossing TS1, TS2, and TS3 from the reactants, respectively.
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the ionic liquids at the simulated temperatures due to the high
and tight transition states.
Note that the gas-phase kinetics would be an upper limit to

the reaction rates. As concluded in the companion article,8

using the generic ionic liquid (GIL) model would either keep
the barriers the same based on the nucleophilicity analysis of
anions, or it would increase the barriers by stabilizing the ion
pairs (reactants) relative to the transition states.
As indicated in Table 3, the values of k and branching ratios

are temperature-dependent. Even in the case where a tight TS1
is assumed for path 1, path 1 overwhelmingly dominates the
decomposition of EMIM+DCA− throughout the whole temper-
ature range of 750−1250 K and dominates the decomposition
of EMMIM+DCA− at 750 K. Both ionic liquids undergo SN2
alkyl abstraction reactions. It is interesting to note that
EMIM+DCA− favors methyl abstraction over ethyl abstraction
at all temperatures; while EMMIM+DCA−, in contrast, favors
ethyl abstraction over methyl abstraction except at 750 K where
the branching ratio for ethyl abstraction drops to two-thirds of
that for methyl abstraction.
It is also noteworthy to realize that the overall decomposition

rate of EMMIM+DCA− is much lower than that of
EMIM+DCA− at 750 K, becoming comparable and only
slightly higher than EMIM+DCA− at 1000 K and exceeding
EMIM+DCA− by a factor of 3.8 at 1250 K. This scenario can be
rationalized as follows. At 750 K, path 1 (i.e., proton transfer)
dominates the decomposition of both ionic liquids, and the
slow proton transfer rate of EMMIM+DCA− is due to the lower
acidity of the methyl group at the C2 position. The RRKM
predicted that higher stability of EMMIM+DCA− compared to
EMIM+DCA− at this low temperature is consistent with the
stability trend detected by TGA of these compounds at similar
temperatures.8 At higher temperatures, ethyl abstraction
increases surprisingly quickly for EMMIM+DCA− and accounts
for more than 60% of its decomposition, resulting in a higher
overall decomposition rate of EMMIM+DCA− than that of
EMIM+DCA−. The fast increase in ethyl abstraction rate for
EMMIM+DCA− can be attributed to the properties of the
associated transition state TS2. TS2 for EMMIM+DCA− has
five vibrational frequencies (i.e., 6.2, 14.3, 28.6, 46.1, and 50.7
cm−1) below or equal to 50 cm−1 and a total of eight vibrational
frequencies below 100 cm−1. However, TS3 for EM-
MIM+DCA− has three vibrational frequencies (i.e., 13.8, 18.6,
and 36.9 cm−1) below 50 cm−1, and a total of seven below 100
cm−1. As a result, at 1250 K the sum of states at TS2 is an order
of magnitude higher than that at TS3 for EMMIM+DCA−.
Since the rate for crossing each TS is proportional to the sum
of states at that TS, the value of k2 increases dramatically at this
temperature. For comparison, in EMIM+DCA−, TS2 and TS3
have three and four frequencies below 50 cm−1, respectively,
and have seven below 50 cm−1. Consequently, EMIM+DCA−

has a lower number of states at TS2 and thus a lower rate for
crossing TS2, compared to either TS3 of the same molecule or
TS2 of EMMIM+DCA−.
In summary, RRKM modeling indicates that path 1 may

account for the major decomposition mode in EMIM+DCA−

and EMMIM+DCA−, at least at low temperatures. SN2 methyl
and ethyl abstraction would be expected to occur in the
decomposition of these two ionic liquids, and their significances
increase with increasing decomposition temperature. For
EMMIM+DCA−, ethyl abstraction dominates other decom-
position channels at a temperature of 1000 K and above.

V. CONCLUSIONS

Direct dynamics trajectories for thermal decomposition of two
ionic liquids, EMIM+DCA− and EMMIM+DCA−, were
analyzed to probe their decomposition mechanisms and
dynamics. The trajectories, calculated at the B3LYP/6-31G*
level of theory, are able to reproduce decomposition products
observed in TGA−MS and VUV−PI−TOFMS experiments
and reveal various decomposition paths. RRKM theory was
used to verify the significance of these decomposition paths and
calculate the branching ratios at several decomposition
temperatures, based on the reaction coordinates constructed
using trajectory results as a guide. According to RRKM analysis,
proton transfer and SN2 abstraction of 1-ethyl and 3-methyl by
the DCA− anion are important processes for both compounds
at typical decomposition temperatures. While proton transfer
clearly dominates the decomposition of EMIM+DCA−, its
importance (as judged by its branching ratio) decreases in
EMMIM+DCA− where the hydrogen atom at the C2 position
of the imidazolium ring is substituted by a methyl group, and
such decrease becomes particularly substantial at a decom-
position temperature of 1000 K and above. However, RRKM
results imply that the decrease of C2 activity by methyl
substitution does not enhance the overall thermal stability of
EMMIM+DCA− at higher temperatures because of the fast
increasing SN2 ethyl abstraction rate.
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